
PIVOTING TECHNIQUE FOR THE CIRCLE HOMEOMORPHISM GROUP
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Abstract. We adapt Gouëzel’s pivoting technique to the circle homeomorphism group. As an
application, we give different proofs of Gilabert Vio’s probabilistic Tits alternative and Malicet’s
exponential decay.
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1. Introduction

In this paper, we study two consequences of the weak Tits alternative of Margulis’ and Ghys’
weak Tits alternative on Homeo(S1). These consequences are concerned with random walks on
Homeo(S1), and were proven earlier by Mart́ın Gilabert Vio and Dominque Malicet, respectively.
Our purpose is to give a different approach that gives an additional quantitative bound. This
quantitative bound is stable under perturbation of the underlying measure for the random walk.

We make an important remark. We say that a probability measure µ on Homeo(S1) is nonde-
generate if its support 〈〈 suppµ 〉〉, the complement of the largest open subset of Homeo(S1) that
attains zero hitting measure, is a subgroup of G. By nature, 〈〈 suppµ 〉〉 is indeed a subsemigroup,
but is not always a subgroup. This requirement is needed to implement Margulis-Ghys weak Tits
alternative on Homeo(S1).

To begin with, we recall the following theorem recently proven by Mart́ın Gilabert Vio:

Theorem 1.1 ([GV24, Theorem A]). Let µ1, µ2 be nondegenerate probability measures on Diff1
+(S1)

such that the actions of G1 = 〈〈 suppµ1 〉〉 and of G2 = 〈〈 suppµ2 〉〉 are proximal, and such that
for every i = 1, 2, either

(1) the support of µi is finite, or
(2) the support of µi is included in Diff1+τ

+ (S1) for some τ ∈ (0, 1) and the integrals∫
Gi

max
{
|g|Lip, |g−1|Lip

}δ
dµ(g),

∫
Gi

| log g′|τ dµ(g),

are finite for some δ > 0.

Let (Zn)n>0 and (Z ′n)n>0 be independent (left) random walks generated by µ1 and µ2, respectively.
Then there exists q ∈ (0, 1) such that

P
(
Zn and Z ′n comprise a ping-pong pair

)
≥ 1− qn

for all n ∈ Z>0.

We have not defined a ping-pong pair, which will come shortly after. For now, it suffices to
know that ping-pong pairs in Homeo(S1) generates a free subgroup. As a consequence of this
exponential bound, Gilabert Vio proved that independent random walks eventually generate free
subgroups almost surely.

The above Theorem 1.1 is concerned with random diffeomorphisms in a subgroup with proximal
action. A companion result for more general homeomorphisms is as follows.
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Theorem 1.2 ([GV24, Theorem C]). Let µ1, µ2 be nondegenerate probability measures on Homeo1
+(S1)

such that the actions of G1 = 〈〈 suppµ1 〉〉 and of G2 = 〈〈 suppµ2 〉〉 do not admit invariant prob-
ability measure. Let (Zn)n>0 and (Z ′n)n>0 be independent (left) random walks generated by µ1 and
µ2, respectively. Then the following holds almost surely:

lim
N→∞

|{0 ≤ n ≤ N |Zn and Z ′n comprise a ping-pong pair}| = 1.

Our first result is that one can describe exponential genericity of ping-pong pairs for independent
random walks on Homeo(S1).

Theorem A. Let µ1 and µ2 be nondegenerate probability measures on Homeo(S1) such that the
actions of G1 = 〈〈 suppµ1 〉〉 and of G2 = 〈〈 suppµ2 〉〉 do not admit invariant probability measure.
Let (Zn)n>0 and (Z ′n)n>0 be independent random walks generated by µ1 and µ2, respectively. Then
the following holds almost surely: Then there exists κ > 0 such that

(1.1) P
(
Zn and Z ′n comprise a ping-pong pair

)
≥ 1− 1

κ
e−κn

for all n ∈ Z>0.
Furthermore, the coefficient κ is stable under perturbation in the following sense: there exist

neighborhoods U1 of µ1 and U2 of µ2 in the space of probability measures on Homeo(S1) (in the
weak-∗ topology), respectively, so that Inequality 1.1 holds even if (Zn)n>0 is driven by an arbitrary
measure in U1 and (Z ′n)n>0 is driven by an arbitrary measure in U2.

Let us now recall the exponential synchronizing proven by Dominique Malicet.

Theorem 1.3 ([Mal17, Theorem A]). Let µ be a probability measure on Homeo(S1) such that the
action of G = 〈〈 suppµ 〉〉 does not admit invariant probability measure. Let (Zn)n>0 be independent
(left) random walks generated by µ. Then there exists q ∈ (0, 1) such that for each x ∈ S1, for
almost every random path (Zn(ω))n>0, there exists a neighborhood Ix,ω of x such that

diam
(
Zn(ω)(I)

)
≤ qn

for all n ∈ Z>0.

Our second result strengthens this result by providing an exponential bound on the error event:

Theorem B. Let µ be a nondegenerate probability measure on Homeo(S1) such that the action of
G = 〈〈 suppµ 〉〉 does not admit invariant probability measure. Let (Zn)n>0 be independent (left)
random walks generated by µ. Then there exists κ > 0 such that for each x ∈ S1,

(1.2) P
(
ω :

there exists a neighborhood Ix,ω of x such that
diam

(
Zk(ω)(Ix,ω)

)
≤ qk

)
for k ≥ n

)
≥ 1− 1

κ
e−κn

for all n ∈ Z>0.
Furthermore, the coefficient κ is stable under perturbation. That means, there exists a neighbor-

hood U of µ in the space of probability measures on Homeo(S1) (in the weak-∗ topology) so that
Inequality 1.2 holds (for the same uniform κ > 0) even if (Zn)n>0 is driven by an arbitrary measure
in U .

This theorem follows from the special case where the action of G is proximal. In such a case,
one can give more description about Ix,ω:

Theorem C. Let µ be a nondegenerate probability measure on Homeo(S1) such that the action of
G = 〈〈 suppµ 〉〉 is proximal. Let (Zn)n>0 be the (left) random walk generated by µ. Then there
exists κ > 0 such that for each x ∈ S1,

(1.3) P
(
ω :

there exists a neighborhood Ix,ω of x such that
diam(Ix,ω) ≥ 1− qn and diam

(
Zk(ω)(Ix,ω)

)
≤ qk

)
for k ≥ n

)
≥ 1− 1

κ
e−κn
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for all n ∈ Z>0.
Furthermore, the coefficient κ is stable under perturbation. That means, there exists a neighbor-

hood U of µ in the space of probability measures on Homeo(S1) (in the weak-∗ topology) so that
Inequality 1.2 holds (for the same uniform κ > 0) even if (Zn)n>0 is driven by an arbitrary measure
in U .

Remark 1.4. In Theorem B and C, it is important that the choice of Ix,ω depends on Ix,ω. It is
easy to construct a random walk (say, a nearest-neighbor random walk on a surface group acting
on S1 = ∂H2) such that for any nonempty open set O, there exists ε > 0 such that

P
(

diam(Zn ·O) > 1/2
)
> ε

for each n ∈ Z>0.

The statements in Theorem A, B, C still hold even if the the step distributions for the random
walk are independent but non-identical, as long as they are distributed according to measures
chosen from U or U1 and U2, respectively.

We finally observe one another result for proximal actions.

Theorem D. Let µ be a nondegenerate probability measure on Homeo(S1) such that the action of
G = 〈〈 suppµ 〉〉 is proximal. Let (Zn)n>0 be the random walk generated by µ. Then there exists
κ > 0 such that for each x, y ∈ S1,

(1.4) PZn∼µ∗n
(
d(Znx, Zny) < e−κn

)
≥ 1− 1

κ
e−κn

for all n ∈ Z>0.
Furthermore, the coefficient κ is stable under perturbation. That means, there exists a neighbor-

hood U of µ in the space of probability measures on Homeo(S1) (in the weak-∗ topology) so that
Inequality 1.2 holds (for the same uniform κ > 0) even if (Zn)n>0 is driven by an arbitrary measure
in U .

In Theorem A or D, it is not important if the random walk is a right random walk or left random
walk. Indeed, the estimate is a snapshot at step n. In Antonov’s work and Malicet’s work [Mal17],
the authors mainly discussed exponential synchronization for left random walk.

Our results are purely for homeomorphism groups. The only property of the group element that
we use is the following: If I and J are nested intervals of S1, their images are also nested.

Our method is based on Gouëzel’s pivoting technique, which is first introduced in [Gou22] and
led to a remarkable exponential estimate for random walks on Gromov hyperbolic spaces. There has
been several attempts to generalize Gouëzel’s technique to a broader setting, and this paper is in
line with those efforts. We use Schottky dynamics exhibited by Schottky pairs of homeomorphisms
to implement Gouëzel’s pivoting time construction. It turns out that the 1-dimensionality of the
ambient space is somehow crucial, but the more crucial thing is the nesting of the Schottky regions.
For instance, the particular choice of Lebesgue measure (when measuring the diameter of intervals)
is not important; we have:

Theorem 1.5. The statement in Theorem B and C hold even if the diameter diam(·) is replaced
with ν(·) for an arbitrary probability measure ν on S1.

So above, ν need not be absolutely continuous with respect to Leb, but could be e.g., a measure
concentrated on a Cantor set or as such.

For brevity, we will only prove Theorem A for proximal actions, and Theorem C and D. The
general case follows from Margulis’ and Ghys’ weak Tits alternative (see Remark 2.6).
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2. Schottky sets and random walks

Throughout, we fix the circle S1. We begin with the definition of Schottky pairs and Schottky
sets.

Definition 2.1. Let f be a circle homoemorphism and let U1, U2 be disjoint subsets of S1. If

f
(
S1 \ U1

)
⊆ U2, f

(
S1 \ U2

)
⊆ U1

holds, we say that f is a (U1, U2)-hyperbolic map. We denote the collection of (U1, U2)-hyperbolic
maps by S(U1, U2).

If U1, U2 are open sets (closed sets, resp.), then S(U1, U2) is also open (closed, reps.) with respect
to the C0-topology.

Definition 2.2. For disjoint closed intervals I1, . . . , IN , J1, . . . , JN of S1, we call S := S(I1, J1) ∪
. . . ∪ S(IN , JN ) ⊆ Homeo(S1) the Schottky set associated to I1, . . . , IN , J1, . . . , JN . We call the
number N the resolution of S. For each s ∈ S there exist unique i such that s ∈ S(Ii, Ji); for such
an i, we write I(s) := Ii and J(s) := Ji.

If there is an interval I such that I1 ∪ . . .∪ IN ⊆ int(S1 \ I) and J1 ∪ . . .∪ JN ⊆ int I, we call I
a median for S.

Let ε > 0 and let S be a Schottky set associated with disjoint closed intervals I1, . . . , IN , J1, . . . , JN .
If a (Borel) measure µ on Homeo(S1) satisfies

µ
(
S(Ii, Ji)

)
> ε/N for each i = 1, . . . , N,

then we say that µ is a (S, ε)-admissible measure; if µ satisfies

µ
(
S(Ii, Ji)

)
= 1/N for each i = 1, . . . , N,

then we say that µis Schottky-uniform on S.

Note that there are several Schottky-uniform measures on a single Schottky set (because S(I, J)
is not a singleton for most I and J).

For disjoint I, J, I ′, J ′ and elements f ∈ S(I, J) and g ∈ S(I ′, J ′), we say that (f, g) is a Schottky
pair. We now recall the seminal result, asked by Ghys and first proved by Margulis. We follow
Ghys’ reformulation.

Theorem 2.3 ([Mar00], [Ghy01]). Let G be any subgroup of Homeo(S1). Then exactly one of the
following holds:

(1) There exists a probability measure on S1 preserved by each element of G;
(2) Up to semiconjugacy and finite-degree covering, G admits a Schottky pair. That means,

there exists a monotone degree-1 map c : S1 → S! and a finite covering map π : S1 → S1,
together with a homomorphism ρ : G→ ρ(G) ≤ Homeo(S1) such that

π ◦ c ◦ g = ρ(g) ◦ π ◦ c
holds, and such that there exist two elements f, g ∈ ρ(G) that comprise a Schottky pair.

Furthermore, when the action of G is assumed to be proximal (i.e., infg∈G d(gx, gy) = 0 for every
x, y ∈ S1), then (2) must hold, in fact without passing through semiconjugacy and covering map.

Remark 2.4. In [Ghy01], the theorem is stated for Homeo+(S1), the group of orientation-preserving
circle homeomorphims. But it is not hard to lift this restriction.

Meanwhile, at least to the best of the author’s knowledge, the restriction that G is a subgroup
(rather than subsemigroup) is serious.

So an immediate consequence is:
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Corollary 2.5. Let µ be a probability measure on Homeo(S1) such that the semigroup 〈〈 suppµ 〉〉
generated by the support of µ contains a subgroup of Homeo(S1) whose action is proximal. Then
there exists N such that suppµ∗N contains a (interval) Schottky pair.

Remark 2.6. In the sequel, we will always assume that the probability measure µ generating the
random walk is non-degenerate on a proximal subgroup. For general case, we consider the push-
forward random walk on ρ(G), which acts on S1 and admits an (interval) Schottky pair. Here,
on S1 we endow the pushforward measure (π ◦ c)∗ Leb of the Lebesgue measure by π ◦ c. Once the
exponential synchronization is proven downstairs with resepct to (π ◦ c)∗ Leb, one can recover the
exponential synchronization upstairs with Leb.

It is not hard to “amplify” a Schottky pair into larger Schottky set.

Lemma 2.7. Let µ be a probability measure on Homeo(S1) such that suppµ contains a Schottky
pair. Then for each N ∈ Z>0, there exists ε > 0, m ∈ Z>0 and a Schottky set S with median whose
resolution is N and such that µ∗m is an (S, ε)-admissible measure.

Proof. Let (f1, f2) be a Schottky pair in suppµ. Then there exists disjoint closed intervals I1, I2, J1, J2

on S1 such that fi ∈ S(Ii, Ji) for each i.
If there exists an interval I such that I1 ∪ I2 ⊆ I and J1 ∪J2 ⊆ S1 \ I, we just record it. If there

exists no such I, it means that I1, J1, I2, J2 are arranged clockwise or counterclockwise along S1.
In either case, we can take an interval I that contains J2 but does not intersect with I1, J1 and I2.
This I is not a median for (f1, f2) but is a median for {f2

2 , f2f1}. Indeed, for

f ′1 := f2f1, f
′
2 := f2

2 , I
′
1 := I1, J

′
1 := f2J1, I

′
2 := I2, J

′
2 := f2J2,

we observe fi(S
1 \ I ′i) ⊆ J ′i , f

−1
i (S1 \ J ′i) ⊆ I ′i and

J ′1 ∩ J ′2 = f2(J1 ∩ J2) = ∅, (I ′1 ∪ I ′2) ∩ (J ′1 ∪ J ′2) ⊆ (I1 ∪ I2) ∩ f2(S1 \ I2) ⊆ (I1 ∪ I2) ∩ J2 = ∅.
Furthermore, I does not intersect with I1 and I2 but its interior contains

∫
J2, which in turn

contains J ′1 and J ′2. Hence, I is a median for {f ′1, f ′2}. Note that f ′1, f
′
2 ∈ suppµ∗2.

Thanks to the argument above, up to replacing µ with µ∗2, we can assume that the Schottky
pair (f1, f2) taken in suppµ has a median I. Now we will label some 2N homeomorphisms with
elements of {1, 2}N . Given σ ∈ {1, 2}N , we construct

fσ := fσ(1)fσ(2) · · · fσ(N), Iσ := f−1
σ

(
S1 \ I

)
, Jσ := fσI.

Note that f2
σ sends S1 \ Iσ into Jσ and f−2

σ sends S1 \ Jσ into Iσ. Furthermore, we observe

Jσ = fσ(1) · · · fσ(N)I = fσ(1) · · · fσ(N−1)Jσ(N)

⊆ fσ(1) · · · fσ(N−1)I = fσ(1) · · · fσ(N−2)Jσ(N−1)

⊆ . . . ⊆ Jσ(1) ⊆ int I.

For a similar reason we have Iσ ⊆ int(S1 \I). In short, Iσ and Jσ′ does not overlap with each other
for any σ, σ′ ∈ {1, 2}N . Now let us take distinct elements σ and σ′ of {1, 2}N . Then there exists i
such that σ(i) 6= σ′(i), and we take a minimal one. Then

Jσ ⊆ fσ(1) · · · fσ(i−1)Jσ(i), Jσ′ ⊆ fσ′(1) · · · fσ′(i−1)Jσ′(i)

should not intersect. For a similar reason, Iσ and Iσ′ are disjoint. To sum up, the 2 · 2N intervals
{Iσ, Jσ : σ ∈ {1, 2}N} are all pairwise disjoint. It is clear that (suppµ∗N ) intersects with each of
S(Iσ, Jσ). Furthermore, I works as a median: ∪σIσ ⊆ int I and ∪σJσ ⊆ int(S1 \ I) hold.

It is now time to enlarge Iσ, Jσ slightly so that they remain disjoint. That means, we can find
pairwise disjoint closed intervals {I ′σ, J ′σ : σ ∈ {1, 2}N} such that Iσ ⊆ int I ′σ, Jσ ⊆ int J ′σ hold. It
is also not hard to retain the property that ∪σI ′σ ⊆ int(S \ I) and ∪σJ ′σ ⊆ int I.
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The reason for the enlargement is as follows: for each σ ∈ {1, 2}N , S(int Iσ, int Jσ) is an open
subset (of Homeo(S1)) that intersects with suppµ∗N , so attains strictly positive µ∗N -value. This
implies that S = {S(I ′σ, Jσ′) : σ ∈ {1, 2}N} is a Schottky set with median I, whose resolution is
2N ≥ N , and such that µ∗N is (S, ε)-admissible for some ε > 0. �

2.1. Exponential Synchronization. We now present a central proposition that follows from
pivoting technique. We postpone its proof to the next section.

Proposition 2.8. For each ε > 0, m ∈ Z>0 and N ∈ Z>2500, there exists κ = κ(ε,m,N) > 0 that
satisfies the following.

Let S be a Schottky set with median I and with resolution N . Let µ be a probability measure µ
such that µ∗m is an (S, ε)-admissible measure.

Then for each n ∈ Z>0, there exists a probability space Ωn, a measurable subset An ⊆ Ωn, a
measurable partition Pn = {Eα}α of the set An, and Homeo(S1)-valued random variables

Zn, {wi}i=0,...,bκnc, {si}i=1,...,bκnc

such that the following holds:

(1) P(An) ≥ 1− 1
κe
−κn.

(2) Restricted on each equivalence E ∈ Pn, E w0, . . . , wbκnc are constant homeomorphisms and
si are independently distributed according to a Schottky-uniform measures on S.

(3) On An, wiI ⊆ I holds for each i = 1, . . . , bκnc − 1.
(4) Zn is distributed according to µ∗n and Zn = w0s1w1 · · · sbκncwbκnc holds on An.

Assuming this proposition, we can now prove the exponential synchronization. Below is the first
ingredient towards that. From now on, we fix a measure Len on S1. For the purpose of Theorem A,
C, D, these can be taken as the Lebesgue measure. For Theorem 1.5, one can plug in an arbitrary
measure.

Lemma 2.9. Let w ∈ Homeo(S1), let S be a Schottky set with median I and with resolution N ,
and let µ be a Schottky-uniform measure on S. Then we have

Ps∼µ
(

Len(wsI) ≤ 1√
N

Len(wI)

)
≥ 1− 1√

N
.

Proof. First, let us write S = S(I1, J1)∪. . .∪S(IN , JN ) for some disjoint closed intervals I1, . . . , IN , J1, . . . , JN .
Recall that each element of S(Ii, Ji) sends I into Ji. (∗) Note that wJ1, . . . , wJN are disjointly
contained in wI. Hence, the sum of their “lengths” is no greater than that of I, which implies that

Ind :=

{
i : Len(wJi) ≥

1√
N

Len(wI)

}
has at most

√
N elements. For each i /∈ Ind, (∗) tells us that Len(wsI) ≤ 1√

N
Len(wI) for each

s ∈ S(Ii, Ji). Summing up, we observe

Ps∼µ
(

Len(wsI) ≤ 1√
N

Len(wI)

)
≥ Ps∼µ

(
s ∈ S(Ii, Ji) : i /∈ Ind

)
≥ 1

N
(N −

√
N) = 1− 1√

N
.

�

Lemma 2.10. Let S be a Schottky set with median I and with resolution N ≥ 100. Fix homeomor-
phisms w0, . . . , wn ∈ Homeo(S1) that satisfy wiI ⊆ I for i = 1, . . . , n. Then for random variables
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s1, . . . , sn independently distributed according to Schottky-uniform measures on S, we have

P
(

Len
(
w0s1w1 · · · snwn · I

)
≤ 1

Nn/4
Len

(
w0I

))
≥ 1− e−n/4.

Proof. Again, we start by writing S = S(I1, J1) ∪ . . . ∪ S(IN , JN ). Note that for each i, each
element s of S(Ii, Ji) sends I into Ji and satisfies sI ⊆ I. In other words, the inclusion

W0I ⊇W0s1I ⊇W1I ⊇W1s1I ⊇ . . . ⊇WnI
(
Wk = Wk(s0, . . . , sk) := w0s1w1 . . . skwk

)
holds regardless of the values of si’s.

Now fixing 0 ≤ k ≤ n− 1 and the choices of {si : 1 ≤ i ≤ k}, we observe that

Psk+1∼Schottky-uniform on S

(
Len(Wksk+1I) ≤ 1√

N
Len(WkI)

)
≥ 1− 1√

N

thanks to Lemma 2.9. In other words, for

Ek :=

{
(s1, . . . , sk) : Len(Wk−1skI) ≤ 1√

N
Len(Wk−1I)

}
,

we have P(Ek+1|s1, . . . , sk) ≥ 1 − 1/
√
N regardless of the values of s1, . . . , sk. Summing up these

conditional probabilities, we obtain

(2.1) P

(
n∑
k=1

1Ek
≥ n/2

)
≥ P

(
B(n, 1− 1/

√
N) ≥ n/2

)
.

Here, B(n, 1− 1/
√
N) denotes the binomial random variable, the sum of N independent Bernoulli

random variables with expectation 1− 1/
√
N . We use Markov’s inequality to estimate the latter:

e−n/2 · P
(
B(n, 1− 1/

√
N) ≤ n/2

)
≤ E

[
e−B(n,1−1/

√
N)
]
≤
(

1√
N

+ e−1

)n
.

Here, the assumption
√
N ≥ 10 implies 1/

√
N + e−1 ≤ e−3/4. This leads to the estimate

P
(
B(n, 1− 1/

√
N) ≤ n/2

)
≤ e−n/4. Combining this with Inequality 2.1, we can conclude the

proof. �

We have another analogous computations.

Lemma 2.11. Let x, y ∈ S1, let w ∈ Homeo(S1), let S be a Schottky set with median I and with
resolution N , and let µ be a Schottky-uniform measure on S. Then we have

Ps∼µ
(
{x, y} ∩ sI = ∅

)
≥ 1− 2/N

Proof. Let S = S(I1, J1) ∪ . . . ∪S(IN , JN ). Then for each i, every element of S(Ii, Ji) ∈ S sends
I into Ji. Since J1, . . . , JN are disjoint, Ind := {i : {x, y}∩ Ji 6= ∅} has cardinality at most 2. This
implies

Ps∼µ ({x, y} ∩ I = ∅) ≥ Ps∼µ
(
s ∈ S(Ii, Ji) : i /∈ Ind

)
≥ 1

N
(N − 2).

�

Lemma 2.12. Let x, y ∈ S1, let w ∈ Homeo(S1) and let S be a Schottky set with median I and
with resolution N ≥ 6. Fix homeomorphisms w0, . . . , wn ∈ Homeo(S1) such that wiI ⊆ I for
i = 1, . . . , n. Then for random variables s1, . . . , sn independently distributed according to Schottky-
uniform measures on S, we have

P
(
{x, y} ∩ w0s1w1 · · · snwnI = ∅

)
≥ 1− e−n
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Proof. As in the proof of Lemma 2.10,

W0I ⊇W0s1I ⊇W1I ⊇W1s1I ⊇ . . . ⊇WnI
(
Wk = Wk(s0, . . . , sk) := w0s1w1 . . . skwk

)
holds regardless of the choices of si’s. Furthermore, when 0 ≤ k ≤ n − 1 and {si : 1 ≤ i ≤ k} are
given,

Psk+1∼Schottky-uniform on S

(
sk+1I ∩ {W−1

k x,W−1
k y} = ∅

)
≥ 1− 2/N

holds by Lemma 2.11. In other words, if we define

Ek :=
{

(s1, . . . , sk) : {x, y} ∩Wk−1skI = ∅
}
,

then we have P(Ek+1|s1, . . . , sk) ≥ 1− 2/N for every choices of s1, . . . , sk. This leads to

P
(
{x, y} ∩WnI = ∅

)
≥ P (E1 ∪ . . . ∪ En) ≥ 1− (2/N)n ≥ 1− e−n.

�

We can interpret the above lemma in the following way. Let S = ∪iS(Ii, Ji) be a Schottky set
with median I and with resolution N ≥ 6. Then Š := ∪iS(Ji, Ii) becomes another Schottky set
with median S1 \ I. Now, given a Schottky-uniform measure µ on S, the measure µ̌ defined by
µ̌(·) := µ(·−1) becomes a Schottky-uniform measure on Š. Finally, consider some homeomorphisms
w0, . . . , wn that satisfy the following equivalent condition:

wiI ⊆ I for i = 0, . . . , n− 1⇔ w−1
i (S1 \ I) ⊆ (S1 \ I) for i = 0, . . . , n− 1.

Now by applying Lemma 2.12, we observe for arbitrary x, y ∈ S1 that

Ps−1
i independently Schottky-uniform on Š

(
{x, y} ∩ w−1

n s−1
n w−1

n−1 · · · s
−1
1 w−1

0 (S1 \ I) = ∅
)
≥ 1− e−n.

Equivalently, we can say

Psi independently Schottky-uniform on S

(
w0s1w1 · · · snwn · {x, y} ⊆ I

)
≥ 1− e−n.

We record this as a separate lemma:

Lemma 2.13. Let x, y ∈ S1, let w ∈ Homeo(S1) and let S be a Schottky set with median I
and with resolution N ≥ 6. Fix homeomorphisms w0, . . . , wn ∈ Homeo(S1) such that wiI ⊆ I
for i = 0, . . . , n − 1. Then for random variables s1, . . . , sn independently distributed according to
Schottky-uniform measures on S, we have

P
(
w0s1w1 · · · snwn · {x, y} ⊆ I

)
≥ 1− e−n.

We can now prove Theorem D.

Theorem 2.14. For each ε > 0, m ∈ Z>0 and N ∈ Z>2500, there exists κ1 = κ1(ε,m,N) > 0 such
that the following holds.

Let S be a Schottky set with median I and with resolution N and let µ be a probability measure
such that µ∗m is (S, ε)-admissible. Then for everyx, y ∈ S1 and for every n ∈ Z>0 we have

PZn∼µ∗n
(
d(Znx, Zny) ≤ e−κ1n

)
≥ 1− 1

κ1
e−κ1n.

Proof. Let κ = κ(ε,m,N) be as in Proposition 2.8. Next, given a positive integer n, we fix the
probability space Ωn, the measurable subset An, the measurable partition Pn = {Eα}α of An and
the random variables Zn, w0, . . . , wbκnc, s1, . . . , sbκnc as in Proposition 2.8.

Let E ∈ Pn be an arbitrary equivalence class. Restricted on E , w0, . . . , wbκnc are constant
homeomorphisms and s1, . . . , sbκnc are independently distributed according to Schottky-uniform
measures on S. Furthermore, each of w1, . . . , wbκnc satisfy wiI ⊆ I. This enables us to apply
Lemma 2.10 and 2.13.
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For convenience, let us define w′0 := w0s1w1 · · · sb0.5κncwb0.5κnc. This map depends on the choices
of s1, . . . , sb0.5κnc. By Lemma 2.10, we have

P
(

Len(w′0I = w0s1w1 · · · sb0.5κncwb0.5κnc · I) ≤ 1

N bκnc/8
· 1
∣∣∣ E) ≥ 1− e−n/4.

The event depicted here does not depend on sb0.5κnc+1, . . . , sbκnc whatsoever. Moreover, by Lemma
2.13, we observe the following regardless of the nature of w′0:

P
(
w′0sb0.5κnc+1wb0.5κnc+1 · · · sbκncwbκnc · {x, y} ⊆ w′0I

∣∣∣ E , w′0) ≥ 1− e−n.

Combined together, we have

P
(
d(Znx, Zny) ≤ Len(w′0 · I) ≤ 1

N bκnc/8

∣∣∣ E) ≥ (1− e−n/4)(1− e−n) ≥ 1− 2 · e−n/4.

Since we observe this lower bound on each of E ∈ Pn, we can sum up the conditional probability
to deduce

P
(
d(Znx, Zny) ≤ N−bκnc/8

)
≥
∑
E∈Pn

P(E)P
(
d(Znx, Zny) ≤ N−bκnc/8

∣∣ E)
≥
∑
E∈Pn

P(E) · (1− 2e−n/4)

= (1− 2e−n/4)P(An) ≥ (1− 2e−n/4)
(
1− 1

κ
e−κn

)
. �

Theorem D now follows from Theorem 2.14 together with Corollary 2.5 and Lemma 2.7 (assuming
Proposition 2.8). For the perturbation part, it suffices to observe the following: if µ∗m0 is (S, ε)-
admissible for some µ,m, S, ε, then µ∗m is (S, ε/2)-admissible for every µ in a sufficiently small
neighborhood of µ0. We will prove this in the appendix.

2.2. Probabilistic Tits alternative. We now turn to the proof of Theorem A.

Lemma 2.15. Let N be an integer greater than 4. Let I1, . . . , IN , J1, . . . , JN be intervals such that
I1, . . . , IN are mutually disjoint and J1, . . . , JN are mutually disjoint. Then for any homeomorphism
g ∈ Homeo(S1), we have

#
{

(i, j) ∈ {1, . . . , N}2 : Ii and gJj intersect
}
≤ 3N

√
N.

Proof. We first let

C = C(g) :=
{
Ii : #{j : Ii ∩ gJj 6= ∅} ≥

√
N
}

Then each element of C meets more than 2 out of {gJ1, . . . , gJN}, so it is not completely contained
in a single Jj . Hence, each gJj can meet at most 2 elements of C (otherwise gJj will contain an
element of C). Hence,

2N = 2#{gJj : j = 1, . . . , N} ≥ 2#{gJj : gJj meets some element of C}
≥ #

{
(Ii, gJi) : Ii ∩ gJj 6= ∅, Ii ∈ C

}
≥ #C ·min

Ii∈C
#{Jj : Ii ∩ gJj 6= ∅}

≥ #C
√
N

holds, which implies that C has at most 2
√
N elements.

Now fixing Ii /∈ C, the number of gJj that meets Ii is at most
√
N . Summing up, we have

#
{

(i, j) ∈ {1, . . . , N}2 : Ii and gJj intersect
}
≤ #C ·N + (N −#C) ·

√
N

≤ 2N
√
N +N

√
N = 3N

√
N. �
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Lemma 2.16. Let S and S′ be Schottky sets with median I and I ′, respectively, and with resolution
N ≥ 4. Let s and s′ be independent random variables that are Schottky-uniform on S and S′,
respectively. Then for each g ∈ Homeo(S1) we have

P
(
s′gsĪ ⊆ int I ′

)
≥ 1− 3/

√
N.

Proof. Let S = S(I1, J1) ∪ . . . ∪S(IN , JN ) and S′ = S(I ′1, J
′
1) ∪ . . . ∪S(I ′N , J

′
N ). Then for each i,

the inverse s′−1 of an arbitrary element s′ of S(I ′i, J
′
i) sends S1 \ I ′ into I ′i. Meanwhile, an arbitrary

element s of S(Ii, Ji) sends I into Ji. Now Lemma 2.15 tells us that

Ind :=
{

(i, j) : I ′i and gJj intersect
}

has at most 3N
√
N elements. Moreover, given (i, j) /∈ Ind, for every s ∈ S(Ii, Ji) and s′ ∈ S(I ′j , J

′
j)

we have
gsI ⊆ gJj ⊆ S1 \ I ′i ⊆ s′−1 int I ′

Summing up, we arrive at

P
(
s′gsĪ ⊆ int I ′

)
≥ P

(
s ∈ S(Ii, Ji), s

′ ∈ S(I ′j , J
′
j) : (i, j) /∈ Ind

)
≥ 1− 3/

√
N. �

Lemma 2.17. Let S and S′ be Schottky sets with median I and I ′, respectively, and with resolution
N ≥ 100. For i = 1, . . . , n, let si be a Schottky-uniform measure on S and let s−i be a Schottky-
uniform measure on S′. Suppose that {si : 1 ≤ |i| ≤ n} are all independent. Fix homeomorphisms
{wi : −n ≤ i ≤ n} such that

wiI ⊆ I, w−iI ′ ⊆ I ′ (1 ≤ i ≤ n).

Then we have

P
(
w−ns−n · · ·w−1s−1 · w0 · s1w1 · · · snwn · Ī ⊆ int I ′

)
≥ 1− e−n

Note that we have not assumed any restriction on w0 in Lemma 2.17.

Proof. We define W0 := id and define Wk := s1w1 · · · skwk, W−k := w−ks−k · · ·w−1s−1. Then the
following inclusion holds:

W0I ⊇W0s1I ⊇W1I ⊇W1s2I ⊇ . . . ⊇WnI,
W−1

0 I
′ ⊆ (s−1W0)−1I ′ ⊆W−1

−1 I
′ ⊆ (s−2W−1)−1I ′ ⊆W−1

−2 I
′ ⊆ . . . ⊆W−1

−nI ′,
regardless of the choices of si’s. We now define

Ek :=
{

(s−k, . . . , s−1, s1, . . . , sk) : (s−kW−(k−1))
−1 int I ′ ⊇Wk−1skĪ

}
.

Then Lemma 2.16 tells us that

P
(
Ek+1

∣∣ s−k, . . . , sk) ≥ 1− 3/
√
N ≥ 1− 1/e

holds regardless of the choices of s−k, . . . , sk. Summing up the conditional probabilities, we conclude

P
(
WnĪ ⊆W−1

−n int I ′
)
≥ P

(
E1 ∪ . . . ∪ En

)
≥ 1− (1/e)n ≥ 1− e−n. �

Theorem 2.18. Let S and S′ be Schottky sets with median I and median I ′, respectively, with
resolution N ≥ 100. Let µ and µ′ be Schottky-uniform measures on S and S′, respectively. Fix
homeomorphisms w0, v0, w1, v1, . . . , w2n, v2n ∈ Homeo(S1) such that

wiI ⊆ I, viI ′ ⊆ I ′ (i = 1, . . . , 2n− 1)

Let s1, . . . , s2n (t1, . . . , t2n, resp.) be random variables distributed according to a Schottky-uniform
measure on S (S′, resp.), all independent. Then we have

P
(
w0s1w1 · · · s2nw2n and v0t1v1 · · · t4nv4n comprise

a Schottky pair and generate a free subgroup

)
≥ 1− 6e−n/10.
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Proof. We define the following events.

E1 :=
{
sn+1wn+1 · · · s2nw2n · w0s1w1 · · · snwnĪ ⊆ int I

}
,

E2 :=
{
tn+1vn+1 · · · t2nv2n · v0t1v1 · · · tnvnĪ ′ ⊆ int I ′

}
,

E3 :=
{
sn+1wn+1 · · · s2nw2n · v0t1v1 · · · tnvnĪ ′ ⊆ int I

}
,

E4 :=
{
tn+1vn+1 · · · t2nv2n · w0s1w1 · · · snwnĪ ⊆ int I ′

}
,

E5 :=
{
sn+1wn+1 · · · s2nw2n · v−1

2n t
−1
2n · · · v

−1
n+1t

−1
n+1 · S1 \ I ′ ⊆ int I

}
,

E6 :=
{
v−1
n t−1

n · · · v−1
1 t−1

1 v−1
0 · w0s1w1 · · · snwn · Ī ⊆ int(S1 \ I ′)

}
.

Let us study the first event. Here, si’s are Schottky-uniformly and independently distributed on S,
I is a median for S, and wiI ⊆ I holds for each i 6= 0, 2n. (Note that w2n ·w0 does not nest I.) By
Lemma 2.17, we conclude P(E1) ≥ 1−e−n. For a similar reason, we conclude that the probabilities
of E2, E3 and E4 are all at least 1− e−n.

Before studying the fifth event, let us first write S′ = S(I ′1, J
′
1) ∪ . . . ∪S(I ′N , J

′
N ) and revert it:

Š′ := S(J ′1, I
′
1)∪ . . .∪S(J ′N , I

′
N ). Then si’s are Schottky-uniformly and independently distributed

on S, whereas t−1
i ’s are Schottky-uniformly and independently distributed on Š′. Moreover, I is a

median for S and wiI ⊆ I holds for each i, whereas S1 \ I ′ is a median for Š′ and v−1
i (S1 \ I ′) ⊆

(S1 \I ′) holds for each i, Now, Lemma 2.17 tells us taht P(E5) ≥ 1− e−n. A similar argument tells
us that P(E6) ≥ 1− e−n.

Now in the event E1∪E2∪E3∪E4∪E5∪E6, we will investigate the configuration of the intervals

I(1) := (sn+1wn+1 · · · s2nw2n)−1(S1 \ int I),

I(2) := (tn+1vn+1 · · · t2nv2n)−1 · (S1 \ int I ′),

J (1) := w0s1w1 · · · snwnI,

J (2) := v0t1v1 · · · tnvnI ′.

First, since we are in the event E1, I(1) and J (1) does not overlap with each other. Similarly, the
definition of E2 tells us that I(2) and J (2) do not meet. The definition of E3 (E4, E5 and E6, resp.)

tells us that I(1) and J (2) (I(2) and J (1); I(1) and I(2); J (1) and J (2), resp.) do not meet. In summary,
all the 4 intervals are mutually disjoint in the event ∪6

k=1Ek. Meanwhile, w0s1w1 · · · s2nw2n sends

S1 \ I(1) into intJ (1) and v0t1v1 · · · t2nv2n sends S1 \ I(2) into intJ (2).
In conclusion, w0s1w1 · · · s2nw2n and v0t1v1 · · · t2nv2n comprise a Schottky pair associated with

disjoint intervals I(1), I(2), J (1), J (2) and generate a (rank-2) free subgroup of Homeo(S1), when in
the event ∪6

k=1Ek. Since P(Eck) ≤ e−n for each k, we conclude that ∪6
k=1Ek has probability at least

1− 6e−n. �

Now as in the proof of Theorem 2.14, we can derive the following theorem from Theorem 2.18
using the probability space and measurable partition guaranteed in Proposition 2.8.

Theorem 2.19. For each ε > 0, m ∈ Z>0 and N ∈ Z>2500, there exists κ2 = κ2(ε,m,N) > 0 that
satisfies the following.

Let S and S′ be Schottky sets with medians, with resolution N . Let µ and µ′ be probability
measures on Homeo(S1) such that µ∗m is (S, ε)-admissible and µ′∗m is (S′, ε)-admissible. Then for
each n ∈ Z>0 we have

P(Zn,Z′n)∼µ∗n×µ′∗n
(
Zn, Z

′
n comprise a Schottky pair and generate a free subgroup

)
≥ 1− 1

κ2
e−κ2n.
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2.3. Local contraction. Note that Theorem A and D are regarding “snapshots” of a random walk
at a certain step. Meanwhile, Theorem C asks for a specific choice of Ix,ω, when the input x ∈ S1

and a sample point ω in the probability space is given. This does not only rely on the distribution
µ∗n of Zn for each n, their entire joint distribution. In fact, the same result will not hold for right
random walk.

Proof. To begin the proof, let κ be as in Proposition 2.8 for ε,m and N . To ease the notation, we
will assume that 1/κ ∈ N. Then it suffices to prove the statement only for n being multiples of
100/κ.

Let us consider a large ambient space

Ω := (GZ>0 , µZ>0)

equipped with i.i.d.s gi distributed according to µ. We adopt the left random walk convention in
this proof, i.e., Zi := gi · · · g1.

We now regard Ω as a product space

· · · × Ω3 × Ω2 × Ω1 =: Ω,

where Ωk is the space for the coordinates (gn(2k−1), gn(2k−1)−1, . . . , gn(2k−1−1)+1) for k ≥ 1. Note
the relation

gn(2k−1) · · · gn(2k−1−1)+l = Zn(2k−1) · Z−1
n(2k−1−1+l)−1

(l = 0, . . . , n2k−1 − 1).

We now apply Proposition 2.8 for each of Ωk. Then Ωk is now equipped with a measurable subset

A(k), a measurable partition P(k) = {E(k)
α }α of A(k), and random variables

{w(k)
i }i=0,...,κn2k−1 , {s(k)

i }i=1,...,κn2k−1

such that:

(1) P(A(k)) ≥ 1− 1
κe
−κ·2k−1

.

(2) Restricted on each equivalence E ∈ Pk, w
(k)
0 , . . . , w

(k)

κ2k−1 are constant homeomorphisms and

s
(k)
i are independently distributed according to a Schottky-uniform measures on S.

(3) On A(k), w
(k)
i I ⊆ I holds for each i = 1, . . . , κ2k−1 − 1;

(4) For each ω ∈ A(k) we have

(2.2)
w

(k)
0 (ω)s

(k)
1 (ω) · · · s(k)

κ2k−1(ω)w
(k)

κ2k−1(ω) = gn(2k−1)(ω)gn(2k−1)−1(ω) · · · gn(2k−1−1)+1(ω)

= Zn(2k−1)(ω) · Z−1
n(2k−1−1)

(ω).

Also, the partitions P(k)’s for distinct k’s are all independent.
Let us now define the event

Fk :=
{
ω : s

(k+1)

0.9κn2k+1
w

(k+1)

0.9κn2k+1
· · · s(k+1)

κn2k
w

(k+1)

κn2k
· w(k)

0 s
(k)
1 w

(k)
1 · · · s

(k)

0.1κn2k−1w
(k)

0.1κn2k−1I ⊆ I
}
.

For each E ′ ∈ P(k+1) and E ∈ P(k), the conditional probability of Fk on E ′×E is at least 1−e−0.1κ2k−1

by Lemma 2.17. Also, the probability of A(k+1) × A(k) is at least 1 − 2
κe
−κ2k−1

. Summing up the
conditional probability, we conclude

P(Fk) ≥ 1− (2/κ+ 1)e−0.1κn2k−1
. (k = 1, 2, . . .)

Next, for each k ≥ 1 and for each n(2k − 1) < t ≤ n(2k+1 − 1), we define

Endt :=
{

Len
(
ZtZ

−1
n(2k−1)

· w(k)
0 s

(k)
1 w

(k)
1 · · · s

(k)

0.5κn2k−1w
(k)

0.5κn2k−1 · I
)
≤ 1

e0.01κt

}
.
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For each choice of (gn(2k+1−1), . . . , gn(2k−1)+1) ∈ Ωk+1 and each E ∈ P(k), ZtZ
−1
n(2k−1)

is pinned down

together with w
(k)
0 , w

(k)
1 , . . ., whereas s

(k)
1 , s

(k)
2 , . . . are independently Schottky-uniformly distributed

on S. Now Lemma 2.10 tells us that P(Endt | gn(2k+1−1), . . . , gn(2k−1)+1, E) ≥ 1−e−0.01κt. Summing

up the conditional probability across Ωk+1 ×A(k), whose total probability is at least 1− 1
κe
−κ2k−1

,
we conclude that

P(Endt) ≥ 1− (1/κ+ 1)e−0.01κt. (t = n, n+ 1, n+ 2, . . .).

We now claim:

Claim 2.20. Let ω ∈
(
∪∞k=1 Fk

)
∩
(
∪∞t=n Endt

)
. Then for each t ≥ n and for each interval I such

that
I ⊆

(
s

(1)
0.5κn+1w

(1)
0.5κn+1 · · · s

(1)
κnw

(1)
κn

)−1 · I,
we have Len(ZtI) ≤ e−0.01κt.

To prove the claim let t ≥ n and let k ≥ 1 be such that n(2k − 1) ≤ t ≤ n(2k+1 − 1). If k = 1,
the claim follows from the definition that

Z−1
n(2k−1)

· w(k)
0 s

(k)
1 w

(k)
1 · · · s

(k)

0.5κn2k−1w
(k)

0.5κn2k−1 =
(
s

(1)
0.5κ+1w

(1)
0.5κn+1 · · · s

(1)
κnw

(1)
κn

)−1
.

and that ω ∈ Endt. When k is larger than 1, we note that

ZtZ
−1
n(2k−1)

· w(k)
0 s

(k)
1 w

(k)
1 · · · s

(k)

0.5κn2k−1w
(k)

0.5κn2k−1 · I

⊇ ZtZ−1
n(2k−1)

· w(k)
0 s

(k)
1 w

(k)
1 · · · s

(k)

0.9κn2k−1−1
w

(k)

0.9κn2k−1−1
· I

⊇ ZtZ−1
n(2k−1)

· w(k)
0 s

(k)
1 w

(k)
1 · · · s

(k)

0.9κn2k−1−1
w

(k)

0.9κn2k−1−1
·

s
(k)

0.9κn2k−1w
(k)

0.9κn2k−1 · · · s
(k)

κn2k−1w
(k)

κn2k−1 · w
(k−1)
0 s

(k−1)
1 w

(k−1)
1 · · · s(k−1)

0.1κn2k−2w
(k−1)

0.1κn2k−2I

= Zt · Z−1
n(2k−1−1)

· w(k−1)
0 s

(k−1)
1 w

(k−1)
1 · · · s(k−1)

0.1κn2k−2w
(k−1)

0.1κn2k−2I.

Here, the first inclusion is due to the fact that sI ⊆ I and w
(k)
i I ⊆ I for any s ∈ S and any w

(j)
i .

The second inclusion is because of ω ∈ Fk−1, and the third equality is using Equation 2.2.
We can keep going like this and arrive at the inclusion

Zt · Z−1
0 · w(1)

0 s
(1)
1 w(1) · · · s

(1)
l w

(2)
l ,

for any l between 0.1κn and κn− 1 (thanks to the fact that sI ⊆ I and w
(1)
i I ⊆ I). By using the

relation for l = 0.5κn we establish the claim.
Finally, let us estimate the probability of

Dec :=


Len

((
s

(1)
0.5κn+1w

(1)
0.5κn+1 · · · s

(1)
κnw

(1)
κn

)−1 · I
)

= 1− Len
(

(w
(1)
κn )−1(s

(1)
κn )−1 · · · (w(1)

0.5κn+1)−1(s
(1)
0.5κn+1)−1 · (S1 \ I)

)
≥ 1− 0.01n/4

 .

Here, note that S1 \ I is a median for Š, the reverted version of S, on which each (s
(1)
i )−1

are independently distributed according to Schottky-uniform measures. Moreover, (w
(1)
i )−1(S1 \ I

holds for each i 6= 0, κn. Hence, we can apply Lemma 2.10 and conclude that P(Dec) ≥ 1− e−n/4.
In conclusion, we have found a set

(
∪∞k=1 Fk

)
∩
(
∪∞t=n Endt

)
∩ Dec, whose complement has

exponentially decaying probability in n, such that for each sample ω in the set, there exists an
interval of length at least 1− 0.01n/4 that gets exponentially contracted at every step t ≥ n. This
finishes the proof of Theorem C.

�
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3. Pivoting technique

In this section, we explain Gouëzel’s pivoting technique that was introduced in [Gou22]. It was
later applied to a broader setting in [Cho22].

As a warm-up, we observe the following.

Lemma 3.1. For each ε > 0 and m ∈ Z>0, there exists κ = κ(ε,m,N) such that the following
holds.

Let S be a Schottky set and let µ be a probability measure on Homeo(S1) such that µ∗m is an
(S, ε)-admissible measure. Then for each n ∈ Zn>0, there exists a probability space Ωn, a measurable
subset An ⊆ Ωn, a measurable partition Pn = {Eα}α of An, and Homeo(S1)-valued random variables

Zn, {wi}i=0,...,bκnc, {ri, si, ti}i=1,...,bκnc

that satisfy the following.

(1) P(An) ≥ 1− 1
κe
−κn.

(2) When restricted on each equivalence class E ∈ Pn, w0, . . . , wbκnc are each fixed constant
maps and ri, si, ti are independent random variables distributed according to a Schottky-
uniform measure on S.

(3) Zn is distributed according to µ∗n on Ωn, and

Zn = w0r1s1t1w1 · · · rbκncsbκnctbκncwbκnc

holds on An.

Proof. It suffices to prove this for n being a multiple of 3m. Indeed, for n = 3mk+l (1 ≤ l ≤ 3m−1)
we can treat as follows: we first take Ω3mk, Pmk, (wi)i, (ri, si, ti)i using the proposition and consider
(Gl, µl) (where G = Homeo(S1)). And then we define

Ω3mk+l := Ωmk ×Gl,

P3mk+l := Pmk ×Gl = {Eα × (g1, . . . , gl) : Eα ∈ P3mk, (g1, . . . , gl) ∈ Gl}

We then keep (wi)i, (ri, si, ti)i but replace wbκnc with wbκnc · g1 · · · gl to realize the conclusions for
n = 3mk + l.

We now begin our proof for 3m|n. Since µ∗m is (S, ε)-admissible, we can construct a probability
measure µS that is Schottky-uniform on S and another probability measure ν on Homeo(S1) such
that

µ∗3m = ε3µ∗3S + (1− ε3)ν

holds. Now, we construct Bernoulli RVs (ρi)
∞
i=0 with expectation ε, RVs (η

(1)
i )∞i=1, (η

(2)
i )∞i=1 and

(η
(3)
i )∞i=1 each distributed according to µS , RVs (νi)

∞
i=1 distributed according to ν, all independently,

and then define gi’s by

gi := η
(1)
i · η

(2)
i · η

(3)
i when ρi = 1, gi = νi when ρi = 0.

This way, g1, g2, . . . become i.i.d.s distributed according to µ3m. We now collect the indices at which
ρi attains value 1:

{i(1) < i(2) < . . .} := {1 ≤ i ≤ n/3m : ρi = 1}, N := #{1 ≤ i ≤ n/3m : ρi = 1}.

Then Markov’s inequality implies

e−εn/10m ·P
(
N ≤ εn/10m

)
≤ E

[
e−B(n/3m,ε)

]
≤
(
1−ε(1−e−1)

)n/3m ≤ (1−0.6ε)n/3m ≤ e−0.6·εn/3m.
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Hence, the probability of N ≤ εn/10m is at most e−εn/10m. Now on the event {N ≥ εn/10m} we
construct

w0 :=

i(1)−1∏
i=1

gi = ν1 · · · νi(1)−1,

wl :=

i(l+1)−1∏
i=i(l)+1

gi = νi(l)+1 · · · νi(l+1)−1 (l = 1, . . . , bεn/10mc − 1)

wbεn/10mc :=

n/3m∏
i=i(bεn/10mc)+1

gi = νi(bεn/10mc)+1 · · · νn/3m

and set (rl, sl, tl) :=
(
η

(1)
i(l), η

(2)
i(l), η

(3)
i(l)

)
for each l = 1, . . . , bεn/10mc. Then

Zn := g1g2 · · · gn/3 = w0r1s1t1w1 · · · rbεn/10mcsbεn/10mctbεn/10mcwbεn/10mc

is distributed according to µ∗n. We can then finish the proof by declaring the equivalence relation

based on the values of {ρl, ηl : l} and
{
η

(1)
l , η

(2)
l , η

(3)
l : l > i(bεn/10mc)

}
. �

Let us now recall the trick we used in Lemma 2.15.

Definition 3.2. Let S = ∪Ni=1S(Ii, Ji) be a Schottky set with resolution N . For each g ∈
Homeo(S1), we define

C(g;S) :=
{
Ii : #{j : Īi ∩ gJ̄j 6= ∅} ≥

√
N
}
.

Furthermore, for each interval I ⊆ S1 we define

R(I;S) := {Ji : J̄i ∩ Ī 6= ∅}.

Lemma 3.3. Let S be a Schottky set with resolution N and let g ∈ Homeo(S1) be a homeomor-

phism. Then the cardinality of C(g;S) is at most 2
√
N . Furthermore, for every I ∈ C(g;S), the

cardinality of R(g−1I;S) is at most 2
√
N .

Before proceeding to the definition of pivotal times, we recall the notation introduced earlier:
when a Schottky set S = ∪Ni=1S(Ii, Ji) is understood, each element s of S belongs to some S(Ii, Ji).
In this situation, we write I(s) for Ii and J(s) for Ji.

Definition 3.4. Let

S := ∪Ni=1S(Ii, Ji)

be a Schottky set with a median I. Fixing a sequence w = (wi)
∞
i=0 in Homeo(S1), we draw sequences

r = (ri)
∞
i=1, s = (si)

∞
i=1, t = (ti)

∞
i=1 from S. We use the following recursive notation:

W0 := w0, Wn := Wn−1 · rnsntn · wn (n > 0).

For each n ∈ Z≥0, we define the pivotal intervals Ln = Ln(r, s, t; w) ⊆ S1 and the set of pivotal
times Pn(r, s, t; w) ⊆ {1, . . . , n} in the following recursive manner:

(1) for n = 0, we let L0 := I, P0 := ∅.
(2) for each n ≥ 1, we divide into the following two cases:

(A) If J(rn) ⊆ W−1
n−1Ln−1 AND I(tn) /∈ C(wn;S) holds, then we define Ln := Wn−1rnsnI

and Pn := Pn−1 ∪ {n}.
(B) If J(rn) ⊆W−1

n−1Ln−1 OR I(tn) /∈ C(wn;S) does not hold, we consider the set

Q :=
{
i ∈ Pn−1 : I(ti) /∈ C

(
wi ·W−1

i ·Wn;S
)}
.
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(i) If Q is nonempty, we set k := maxQ and define Ln := Wk−1rkskI, Pn :=
Pn−1 ∩ {1, . . . , k}.

(ii) If Q is empty, then we set Ln := WnI, Pn := ∅.

The following observation is immediate.

Lemma 3.5. In the setting of Definition 3.4, for each n ∈ Z>0, the outputs Pn(r, s, t; w) and
Ln(r, s, t; w) depend only on the values of (ri, si, ti)

n
i=1, (wi)

n
i=0 and not on the values of (ri, si, ti, wi)

∞
i=n+1.

Next, we observe that the images of I at the pivotal times are nested. This follows from:

Lemma 3.6. In the setting of Definition 3.4, let u ∈ Z>0 and let l < m be two consecutive
elements in Pu, i..e, l,m ∈ Pu and l = max(Pu ∩ {1, . . . ,m − 1}). Then we have Wl−1rlslI ⊇
Wl−1rlsltl(S \ I(tl)) ⊇Wm−1rmI.

Proof. Recall first the property of medians for a Schottky set: we have S1 \ I(t) ⊆ t−1I for every
t ∈ S. This implies the first desired inclusion. For the second desired inclusion, we claim that:

Claim 3.7. The index l must have been added when Pl was constructed out of Pl−1. In other words,
Pl−1 = Pl ∪ {l} holds.

Suppose to the contrary that Pl is a subset of Pl−1 ⊆ {1, . . . , l− 1}. Then not only Pl, but all of
Pl+1, Pl+2, . . . cannot contain l. This is because there is no mechanism l can be added at the time
of the construction Pl+1, Pl+2, . . .. This contradicts the fact that Pu 3 l, and the claim follows.

For a similar reason, we have m ∈ Pm. Hence, scenario (2-A) must have held at step n = l and
n = m.

Next claim is as follows.

Claim 3.8. Pu ∩ {1, . . . ,m− 1} = Pm−1 holds.

First, note that the elements of Pu smaller than or equal to m− 1 must have been acquired no
later than step m − 1, and then must have never been lost thereafter. Hence, they all belong to
Pm−1. Meanwhile, all elements Pm−1 should have remained till step u for the following reason. If
an element of Pm−1 ⊆ {1, . . . ,m− 1} was lost at some step n (n = m, . . . , u), it would mean that
scenario (2-B) was the case at step n, with k = maxQ being smaller than m− 1. This means that
Pn lost not only Pm−1 but also m, which contradicts Pu 3 m. Hence the claim follows.

We now finish the proof by dividing into two cases.

(1) l = m− 1: this means that scenario (2-A) was the case at both step l and step m = l + 1.
Hence, J(rl+1) ⊆W−1

l Ll := (tlwl)
−1I must be the case. This implies

rl+1I ⊆ J(rl+1) ⊆ (tlwl)
−1I, Wlrl+1I ⊆Wl(tlwl)

−1I = Wl−1rlslI

as desired.
(2) l < m− 1: in this case, Pm−1 = Pu ∩ {1, . . . ,m− 1} ⊆ {1, . . . , l} does not contain m− 1 so

scenario (2-B) must have been the case at step n = m−1. But still, Pm−1 = Pu∩{1, . . . ,m−
1} contains an element l so scenario (2-B-ii) is ruled out. Thus, scenario (2-B-i) was the case
and l must have been the maximum element of Q. This leads to Lm−1 := Wl−1rlslI. We
now know that scenario (2-A) was the case at step n = m, which implies J(rm) ⊆W−1

m Lm−1.
Hence, we conclude

WmrmI ⊆WmJ(rm) ⊆ Lm−1 = Wl−1rlslI.

�

Recall once again that I ⊇ sI for every s ∈ S. This combined with Lemma 3.6 implies:
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Corollary 3.9. In the setting of Definition 3.4, let n ∈ Z≥0 and let Pn := {i(1) < i(2) < . . . <
i(#Pn)}. Then we have

Wi(1)−1ri(1)I ⊇Wi(1)−1ri(1)si(1)I ⊇Wi(2)−1ri(2)I ⊇Wi(2)−1ri(2)si(2)I ⊇
. . . ⊇Wi(#Pn)−1ri(#Pn)I ⊇Wi(#Pn)−1ri(#Pn)si(#Pn)I.

Next, we will observe that scenario (2-A) have high chance in Definition 3.4, when r, s, t are
drawn based on a Schottky-uniform measure.

Lemma 3.10. Let S be a Schottky set with median, with resolution N , and let n ∈ Z>0. Fix a
sequence w = (wi)

∞
i=0 in Homeo(S1) and a sequence s = (si)

∞
i=1 in S. Further, fix two sequences

r = (ri)
∞
i=1, t = (ti)

∞
i=1 in S except the n-th entries. Then for any Schottky-uniform probability

measure on S, we have

Prn,tn: i.i.d. ∼ µ
(
#Pn(r, s, t; w) = #Pn−1(r, s, t; w) + 1

)
≥ 1− 4/

√
N.

Proof. Let us denote the disjoint intervals associated with S by {Ii, Ji : i = 1, . . . , N}. Note that
the set Pn−1 and the interval Ln−1 are determined from the fixed inputs. Now at step n− 1 of the
pivotal set construction, three possibilities arise:

(1) scenario (2-A) holds: Then we haveI(tn−1) ∈ C(wn−1;S) Ln−1 = Wn−2rn−1sn−1I.
(2) scenario (2-B-i) holds: Then I(tk) ∈ C(wkW−1

k Wn−1;S) and Ln−1 := Wk−1rkskI holds for
k = maxPn−1.

(3) scenario (2-B-ii) holds: Then Ln−1 := Wn−1I contains every Wn−1Ji.

The event under consideration is equivalent to saying that scenario (2-A) takes place at step n.
First, Lemma 3.3 asserts that

Ptn∼µ
(
I(tn) ∈ C(wn;S)

)
≤ 1

N
· 2
√
N =

2√
N
.

Let us now observe the condition J(rn) ⊆W−1
n−1Ln−1 in the three possibilities above.

(1) scenario (2-A) holds: using Lemma 3.3 and the fact that I(tn−1) ∈ C(wn−1;S), we realize

thatR
(
w−1
n−1I(tn−1);S

)
has at most 2

√
N elements. Moreover, when J(rn) /∈ R

(
w−1
n−1I(tn−1);S

)
holds true,

J(rn) ⊆ S1 \ (intw−1
n−1I(tn−1)) ⊆ w−1

n−1t
−1
n−1I = W−1

n−1Wn−2rn−1sn−1I = W−1
n−1Ln−1

also follows. In view of this, we conclude

Prn∼µ
(
J(rn) ⊆W−1

n−1Ln−1

)
≥ Prn∼µ

(
J(rn) /∈ R

(
w−1
n−1I(tn−1);S

))
≥ 1− 2/

√
N.

(2) scenario (2-B-i) holds: using Lemma 3.3 and the I(tk) ∈ C(wkW−1
k Wn−1;S), we real-

ize that R
(
W−1
n−1Wkw

−1
k I(tk);S

)
has at most 2

√
N elements. Moreover, when J(rn) /∈

R
(
W−1
n−1Wkw

−1
k I(tk);S

)
holds true,

J(rn) ⊆ S1 \ (intW−1
n−1Wkw

−1
k I(tk)) ⊆W−1

n−1Wkw
−1
k t−1

k I = W−1
n−1Wk−1rkskI = W−1

n−1Ln−1

follows. Now a calculation analogous to the one in Item (1) tells us that J(rn) ⊆W−1
n−1Ln−1

happens for probability at least 1− 2/
√
N .

(3) scenario (2-B-ii) holds: Then whatever J(rn) is among J1, . . . , JN , W−1
n−1Ln−1 = I holds.

Based on our estimates for the probabilities for I(tn) /∈ C(wn;S) and J(rn) ⊆ W−1
n−1Ln−1 in the

above three cases, we can conclude that #Pn+1 = #Pn happens for probability at least 1 −
4/
√
N . �

We now prove a crucial lemma. Roughly speaking, it asserts that changing choices for s at the
pivotal times does not change the set of pivotal times.
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Lemma 3.11. Let S be a Schottky set with a median, let n ∈ Z>0 and let w = (wi)
n
i=0 be a sequence

in Homeo(S1). Let r = (ri)
∞
i=1, s = (si)

∞
i=1, s̄ = (si)

∞
i=1, t = (ti)

∞
i=1 be sequences in S. If we have:

si = s̄i for each i ∈ {1, . . . , n} \ Pn(r, s, t; w),

then fPl(r, s, t; w) = Pl(r, s̄, t; w) holds for each 1 ≤ l ≤ n.

Proof. As an elementary version of this lemma, let us consider:

Claim 3.12. In the setting as above, let k ∈ Pn(r, s, t; w) be an arbitrary pivotal time. If sl = s̄l
holds for all l 6= k, then Pl(r, s, t; w) = Pl(r, s̄, t; w) holds for all 1 ≤ l ≤ n.

Put in other words, this claim asserts that changing the choice at a single pivotal time does not
change the set of pivotal times (at step 1, . . . , n). Assuming this claim, in the setting of lemma,
we can move from s to s̄ by changing the choices at the pivotal times, one per each time; then Pl’s
remain unchanged, and the desired statement holds.

It remains to prove the claim. We will omit w, r, t in the sequel as they are fixed forever. When l
is smaller than k, Pl(s) only depends on s1, . . . , sk−1 (and other fixed inputs w, r, t), so it coincides
with Pl(s̄). Similarly, the value of Ll should coincide for the two inputs.

At step l = k, we note that k ∈ Pn(s). Hence, scenario (2-A) must have held. Here, note that
the two conditions

J(rk) ⊆W−1
k−1Lk−1, I(tk) /∈ C(wk;S)

only depend on s1, . . . , sk−1 (and other fixed inputs w, r, t). Hence, these conditions are unchanged
after switching sk to s̄k, and we have

Pk(s̄) = Pk−1(s̄) ∪ {k} = Pk−1(s) ∪ {k} = Pk(s).

At this moment, note the relation

Lk(s) = Wk−1rkskI, Lk(s̄) = Wk−1rks̄kI = g ·Wk−1rkskI (g := Wk−1rks̄ks
−1
k r−1

k W−1
k−1).

and Wl(s̄) = g ·Wl(s) for each k ≤ l ≤ n.
Now, we inductively prove the following for k < l ≤ n:

(1) If scenario (2-A) holds at step l for the input s, the same is true for the input s̄.
(2) If scenario (2-B-i) holds at step l for the input s, the same is true for the input s̄
(3) scenario (2-B-ii) does not happen at step l.
(4) In every case, Pl(s) = Pl(s̄) and Ll(s̄) = gLl(s) hold.

As the base case, we have observed Item (4) for l = k. For general k < l ≤ n, we will start by
assuming Item(4) for l − 1. Recall the conditions for scenario (2-A) at step l, for the input s:

J(rl) ⊆Wl−1(s)−1Ll−1(s), I(tl) /∈ C(wl;S).

The latter one is clearly independent of the inputs s. Furthermore, the inductive hypothesis tells
us that[

J(rl) ⊆Wl−1(s)−1Ll−1(s)
]
⇔
[
J(rl) ⊆Wl−1(s)−1g−1 · gLl−1(s) = Wl−1(s̄)−1Ll−1(s̄)

]
.

In summary, scenario (2-A) at step l for the input s is equivalent to the one for s̄. Furthermore,
when these equivalent conditions hold true,

Pl(s̄) = Pl−1(s̄) ∪ {l} = Pl−1(s) ∪ {l} = Pl(s)

and

Ll(s̄) := Wl(s̄) · (tlwl)−1I = gWl(s̄) · (tlwl)−1I = gLl(s)

also holds.
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If scenario (2-B) holds for the input s, the same is true for s′ because of the observation just
before. We then focus on the set

Q(s) = Q(s; l) :=
{
i ∈ Pl−1 : I(ti) /∈ C

(
wk ·Wi(s)−1Wl(s);S

)}
Here, recall that Wi(s̄) = gWi(s) for i ≥ k. This implies that

Q(s; l) ∩ {k, k + 1, . . . , l − 1} = Q(s̄; l) ∩ {k, k + 1, . . . , l − 1}.
Meanwhile, we know that k is alive in Pn(s). This means that k must not have been lost at step l.
In other words, even if scenario (2-B) is in effect at step l, Q(s; l) must contain an element greater
than or equal to k. Hence, scenario (2-B-ii) is ruled out.

For this reason, Q(s̄; l)∩{k, k+1, . . . , l−1} = Q(s; l)∩{k, k+1, . . . , l−1} is nonempty. Because
the maximum elements of Q(s) and Q(s̄) are taken in this upper sections, we conclude that the
two sets have the same maximum u. We then conclude

Pl(s̄) = Pl−1(s̄) ∩ {1, . . . , u} = Pl−1(s) ∩ {1, . . . , u} = Pl(s)

and
Ll(s̄) := Wu(s̄) · (tuwu)−1I = gWu(s)(tuwu)−1I = gLl(s)

Here we used the fact that u ≥ k. This ends the proof. �

Thanks to the previous lemma, we can now declare an equivalence relation based on the change
of choices at the pivotal times, or in short, pivoting.

Definition 3.13. Let S be a Schottky set with a median and let w be a sequence in Homeo(S1), as in
the setting of Definition 3.4. We fix an integer n ∈ Z>0. Now, on the ambient set SZ>0×SZ>0×SZ>0

parametrized by coordinates (r, s, t), we declare the following equivalence relation:[
(r, s, t) ∼n (r̄, s̄, t̄)

]
⇔
[
ri = r̄i and ti = t̄i for each i ∈ Z>0 \{n+ 1} and

s̄i = si for each i ∈ Z>0 \Pn(r, s, t; w)

]
.

The fact that this is indeed an equivalence relation follows from Lemma 3.5 and Lemma 3.11.
Note that this equivalence relation crucially depends on the value of n.

By abuse of notation, we will use (r, s, t) for the coordinate functions on SZ>0 × SZ>0 × SZ>0 ;
each element will be characterized by its value of r1, r2, . . . , s1, s2, . . . , t1, t2, . . .. Now consider an
arbitrary equivalence class E ⊆ SZ>0×SZ>0×SZ>0 made by ∼n. Then every element of E have the
common (n-th step) set of pivotal times Pn, which we denote by Pn(E). On E , ri and ti can take
arbitrary values in S for i = n + 1 and are fixed for i 6= n + 1. On E , si can take arbitrary values
in S for i ∈ Pn(E) and is fixed for i /∈ Pn(E).

When S is endowed with a probability measure µ, the ambient space SZ>0 × SZ>0 × SZ>0

also becomes a probability space (with the product measure of µ’s). Here, ri, si, ti’s become µ-
i.i.d.s. Now if we restrict ourselves on E–the arbitrary equivalence rlation, {ri, ti : i 6= n + 1},
{si : i /∈ Pn(E)} are all fixed constants and {si : i ∈ Pn(E)}, {rn+1, tn+1} are µ-i.i.d.s.

Proposition 3.14. Let S be a Schottky set with a median and with resolution N , and let µ be a
Schottky-uniform measure on S. Fix a sequence w in Homeo(S1) and fix n ∈ Z>0. Let Ef be an
equivalence class made by ∼n given on SZ>0 × SZ>0 × SZ>0. Then for each j ≥ 0, we have

P{ri, si, ti : i > 0}: µ-i.i.d.s

(
#Pn+1(r, s, t; w) < #Pn(r, s, t; w)− j

∣∣∣ E) ≤ (4/
√
N)j+1

Proof. For notational convenience, we denote Pn(E), the common n-th step set of pivotal times,
by {i(M) < i(M − 1) < . . . < i(2) < i(1)} (with M = #Pn(E)). Here, M and i(1), i(2), . . . , i(M)
are fixed information across E , as well as {wi : i > 0}, {ri, ti : i 6= n + 1}, {si : i /∈ Pn(E)}. In
other words, elements in E are pinned down by the values of (si(M), . . . , si(1), rn+1, tn+1)which are
µ-i.i.d.s.
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We will now define sets

A0 ⊆ S × S,
A1(rn+1, tn+1) ⊆ S,

A2(si(1), rn+1, tn+1) ⊆ S,
· · · ,

AM (si(M−1), . . . , si(1), rn+1, tn+1) ⊆ S
and prove:

Claim 3.15. (1) Pµ×µ(A0) ≥ 1− 4/
√
N .

(2) For every (si(M), . . . , si(1), rn+1, tn+1) ∈ SM+2, if (rn+1, tn+1) ∈ A0 holds, then we have

#Pn(si(M), . . . , si(1), rn+1, tn+1) = #Pn(si(M), . . . , si(1)) + 1.

(3) For every 1 ≤ l ≤M and for every (si(l−1), . . . , si(1), rn+1, tn+1) ∈ Sl+1 we have

Psi(l)∼µ
(
si(l) ∈ Al(si(l−1), . . . , si(1), rn+1, tn+1)

)
≥ 1− 4/

√
N.

(4) For every (si(M), . . . , si(1), rn+1, tn+1) ∈ SM+2 and 1 ≤ l ≤M , if si(l) belongs to Al(si(l−1), . . . , si(1), rn+1, tn+1),
then we have

#Pn(si(M), . . . , si(1), rn+1, tn+1) ≥ #Pn(si(M), . . . , si(1))− l

Let us now prove the proposition from this claim. We let

B0 :=
{

(r, s, t) ∈ E : (rn+1, tn+1) /∈ A0

}
and inductively define

Bl :=
{

(r, s, t) ∈ Bl−1 : si(l) /∈ Al−1(r, s, t; w)
}

for l = 1, . . . ,M . Then by Claim 3.15(3),

PE
(
Bl
)

=

∫
(r,s,t)∈Bl−1

Psi(l)∼µ
(
si(l) /∈ Al−1

∣∣ si(l−1), . . . , si(1), rn+1, tn+1

)
dµ(si(l−1)) · · · dµ(si(1)) dµ(rn+1) dµ(tn+1)

≤ 4√
N
· PE

(
Bl−1)

holds. Moreover, Claim 3.15(1) implies PE(B0) ≤ 4√
N

. Combined together, we observe PE(Bl) ≤
(4/
√
N)l+1 for l = 0, . . . ,M .

Next,

(r, s, t) ∈ E \B0 ⇒ #Pn(r, s, t; w) ≥ #Pn(r, s, t; w)

holds true; we also have

(r, s, t) ∈ Bl−1 \Bl ⇒ #Pn(r, s, t; w) ≥ #Pn(r, s, t; w)− l
for l = 1, . . . ,M . In other words, we have

(r, s, t) ∈ E \Bl ⇒ #Pn(r, s, t; w) ≥ #Pn(r, s, t; w)− l

for each l. Since we have seen that the probability of Bl is at most (4/
√
N)l+1, the proposition

follows.
It remains to prove the claim. The claim regarding A0 was already estabilshed in Lemma

3.10. That means, regardless of the values of (si(M), . . . , si(1)), we proved that the probability for

(rn+1, tn+1) to satisfy #Pn+1 = #Pn + 1 is at least 1 − 4/
√
N . We will prove something more:

we claim that the candidates for rn+1, tn+1 that make #Pn+1 = #Pn + 1 are independent of
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(si(M), . . . , si(1)). When restricted to E , #Pn+1(r, s, t; w) = #Pn(r, s, t; w) + 1 holds if and only if

I(tn+1) ∈ C(wn+1;S) and J(rn+1) ⊆W−1
n LnI. Here,

W−1
n LnI =


W−1
n WmaxPn−1rmaxPnsmaxPnI

=
(
ti(1)wi(1)ri(1)+1si(1)+1ti(1)+1wi(1)+1 · · · rnsntnwn

)−1I (when Pn(E) 6= ∅)

I (when Pn(E) = ∅)

are fixed throughout E . This is why #Pn+1 = #Pn + 1 depends on the choice of rn+1 and sn+1,
regardless of the values of si(1), . . . , si(M). This settles Claim 3.15(1), (2) and also the construction
of A0.

Now for each l ∈ {1, . . . ,M} and for each choices (si(l−1), . . . , si(1), rn+1, tn+1) ∈ Sl+1, we define

Al :=
{
s ∈ S : I(s) /∈ C

(
ti(l)wi(l) ·W−1

i(l)Wn+1;S
)}

=
{
s ∈ S : I(s) /∈ C

(
ti(l)wi(l) · (ri(l)+1si(l)+1ti(l)+1wi(l)+1) · · · (rnsntnwn) · (rn+1sn+1tn+1wn+1);S

)}
.

Recall that {ri, ti : i 6= n} and {si : i /∈ Pn(E)} are all fixed maps; hence, this Al depends only on the

choices of si(l−1), . . . , si(1) and rn+1, tn+1. Furthermore, Lemma 3.3 tells us that Pµ(Al) ≥ 1−2/
√
N .

Now for an arbitrary (si(M), . . . , si(1), rn+1, tn+1) ∈ SM+2, suppose that si(l) ∈ Al(si(l−1), . . . , si(1), rn+1, tn+1).
Then by definition we have

(3.1) #
{
j : Ī(si(l)) ∩ ti(l)wi(l) ·W−1

i(l)Wn+1J̄j 6= ∅
}
≥
√
N.

Meanwhile, Lemma 3.6 tells us that

Wi(l+1)−1ri(l+1)si(l+1)ti(l+1)

(
S1 \ I(ti(l+1))

)
⊇Wi(l)−1ri(l)I.

Finally, the property of I as a median for S, we havesi(l)I(si(l)) ⊇ S1 \ I. Combining these two
facts yields

Wi(l+1)w
−1
i(l+1)Ī(ti(l+1)) ⊆ int

(
S1 \Wi(l)−1ri(l)I

)
⊆Wi(l)−1ri(l)si(l)I(si(l)).

Using Inequality 3.1, we observe

#
{
j : Ī(ti(l+1)) ∩ (Wi(l+1)w

−1
i(l+1))

−1 · (Wi(l)−1ri(l)si(l)) · ti(l)wi(l) ·W−1
i(l)Wn+1J̄j 6= ∅

}
≥
√
N.

In other words, I(ti(l+1)) ∈ C
(
wi(l+1) ·(Wi(l+1))

−1 ·Wn+1;S
)

hols true. This implies that the set Q in
scenario (2-B) at step n+1 contains i(l+1). Hence, Pn+1(r, s, t) contains Pn(E)∩{1, . . . , i(l+1)} =
{i(M) < . . . < i(l + 1)} at least, which leads to the inequality #Pn+1 ≥ #Pn − l. This concludes
Claim 3.15(3), (4) and the entire proof. �

Corollary 3.16. Let S be a Schottky set with a median and with resolution N , and let µ be a
Schottky-uniform measure on S. Fix a sequence w in Homeo(S1). When SZ>0 × SZ>0 × SZ>0 is
endowed with the product measure of µ, we have the following for each integer j, k, n ≥ 0:

(3.2) P
(

#Pn+1(r, s, t; w) < k − j
∣∣∣#Pn+1(r, s, t; w) = k

)
≤ (4/

√
N)j+1.

Proof. First fix n and give the equivalence relation ∼n on (SZ>0)3. On each equivalence class, the
n-th step set of pivotal times Pn is fixed so its cardinality is also constant. Considering this, in
order to prove Inequality 3.2 when conditioned on the size of Pn, it suffices to observe it on each
equivalence class. This is then reduced to Proposition 3.14. �
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Corollary 3.17. Let S be a Schottky set with a median and with resolution N , and let µ be a
Schottky-uniform measure on S. Fix a sequence w in Homeo(S1). Let X1, X2, . . . be i.i.d.s with
distribution

(3.3) P(Xi = j) =

 (N − 4)/N if j = 1,
(N − 4)4−j/N−j+1 if j < 0,

0 otherwise.

When SZ>0×SZ>0×SZ>0 is endowed with the product measure of µ, #Pn dominates X1 + . . .+Xn

in distribution for each n. That means,

P(#Pn(s) ≥ T ) ≥ P(X1 + . . .+Xn ≥ T ) (T ∈ Z≥0).

Proof. Let Xi be the RVs as in 3.3; we can require them to be independent from SZ>0×SZ>0×SZ>0 ,
the ambient probability space on which P1, P2, . . . are define. Now Lemma 3.10 and Corollary 3.16
tells us the following for each 0 ≤ k ≤ n and i, j ≥ 0:

(3.4) P
(

#Pk+1(s) ≥ i+ j
∣∣∣#Pk(s) = i

)
≥
{

1− 4
N if j = 1,

1−
(

4
N

)−j+1
if j < 0.

Let us prove that for each k = 1, . . . , n and for each i ∈ Z≥0 we have P(#Pk ≥ i) ≥ P(X1 +
. . . + Xk ≥ i). For k = 1, the claim follows from Inequality 3.4 because #Pk−1 = 0 always. Now,
assuming the statement for k as an induction hypothesis, we observe

P(#Pk+1 ≥ i) ≥ P(#Pk +Xk+1 ≥ i) =
∑
j

P(#Pk ≥ j)P(Xk+1 = i− j)

≥
∑
j

P(X1 + · · ·+Xk ≥ j)P(Xk+1 = i− j)

= P(X1 + · · ·+Xk +Xk+1 ≥ i). �

Corollary 3.18. Let S be a Schottky set with a median and with resolution N ≥ 2500, and let µ
be a Schottky-uniform measure on S. Fix a sequence w in Homeo(S1). When SZ>0 × SZ>0 × SZ>0

is endowed with the product measure of µ, we have

P
(
#Pn(r, s, t; w) ≤ n/2

)
≤
(
3 4
√

4/N
)n ≤ 0.6n

for each n ∈ Z>0.

Proof. Let us prove this with Chebyshev’s inequality. First recall Xi’s in Display 3.4. We have

E
[√

4/N
Xi
]

=

(
1− 4

N

)
·

√ 4

N
+
∞∑
j=1

√
N

4

j

·
(

4

N

)j
=

(
1− 4

N

)√
4

N

(
1 +

1

1−
√

4/N

)
= 2
√

4/N +
√

4/N
2
−
√

4/N
3
≤ 3
√

4/N.

Here, the last inequality used the fact that
√

4/N ≤ 1. Now Corollary 3.17 and the independence
of Xi’s imply that

E
[√

4/N
#Pn(s)

]
≤ E

[√
4/N

∑n
i=1Xi

]
=

n∏
i=1

E
[√

4/N
Xi
]
≤
(
3
√

4/N
)n
.

Now Chebyshev’s inequality tells us that

E
[√

4/N
#Pn(s)

]
≥ P(#Pn(s) ≤ n/2) ·

√
4/N

n/2
.
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The conclusion follows by combining the two inequalities. �

We now finally prove Proposition2.8.

Proof of Proposition 2.8. In view of Lemma 3.1, it suffices to prove the following.

Claim 3.19. Let S be a Schottky set with a median and with resolution N ≥ 2500, and let µ be
a Schottky-uniform measure on S. Fix an integer n ∈ Z>0 and a sequence w in Homeo(S1). Let
Ω = SZ>0×SZ>0×SZ>0 be the probability space endowed with the product measure of µ. Then there
exists a measurable subset A of Ω, a measurable partition P = {Eα}α of A, and Homeo(S1)-valued
random variables {w′i}i=0,...,bn/2c, {s′i}i=1,...,bn/2c such that the following hold:

(1) P(A) ≥ 1− 0.6n.
(2) When restricted on each equivalence class E ∈ P, w′0, . . . , wbn/2c are each fixed maps and

s′i’s are µ-i.i.d.s.
(3) On A, the following equality holds:

w0r1s1t1w1 . . . rnsntnwn = w′0s
′
1w
′
1 · · · s′bn/2cw

′
bn/2c.

Corollary 3.18 tells us that

P
(
A :=

{
(r, s, t) ∈ (SZ>0)3 : #Pn(r, s, t; w) > n/2

})
≥ 1− 0.6n.

Next, we declare an equivalence relation on (SZ>0)3 as follows:[
(r, s, t) ∼′n (r̄, s̄, t̄)

]
⇔
[

ri = r̄i and ti = t̄i for each i ∈ Z>0,
s̄i = si unless i is among the n/2 smallest pivotal times of Pn(r, s, t; w)

]
As observed in Lemma 3.11, changing the coordinate of s at a pivotal times does not change the
set of pivotal times, and hence does not change the “n/2 smallest pivotal times”. Therefore, ∼n
is indeed an equivalence relation. Note that the cardinality of the set of pivotal times is constant
across each equivalence class, so every equivalence class is either contained in A or disjoint from A.
In other words, A is a (disjoint) union of some equivalence classes and ∼n restricts to an equivalence
relation on A.

Next, fix a ∼n-equivalence class E contained in A. Its all element share the n-th step set of
pivotal times Pn(E), which we denote by {i(1) < i(2) < . . .)}. Since we are assuming E ⊆ A, there
are at least n/2 elements of Pn(E). We then construct

w′0 := Wi(1)−1ri(1) = w0 · r1s1t1w1 · · · ri(1)−1si(1)−1ti(1)−1wi(1)ri(1),

w′l := ti(l)wi(l)W
−1
i(l)Wi(l+1)−1ri(l+1)

= ti(l)wi(l) · ri(l)+1si(l)+1ti(l)+1wi(l)+1 · · · ri(l+1)−1si(l+1)−1ti(l+1)−1wi(l+1)ri(l+1), (l = 1, . . . , bn/2c)
w′bn/2c := ti(bn/2c)wi(bn/2c)W

−1
i(bn/2c)Wn

= ti(bn/2c)wi(bn/2c) · ri(bn/2c)+1si(bn/2c)+1ti(bn/2c)+1wi(bn/2c)+1 · · · rmsntnwn.

The definition of ∼n tells us that the maps w′0, w
′
1, . . . , w

′
M are fixed throughout E . Moreover, we

observed in Lemma 3.6 that w′lI ⊆ I holds for l = 1, . . . ,M . Furthermore, s′l := si(l)’s are µ-i.i.d.s
when restricted on E . The equality

w′0s
′
1w
′
1 · · · s′bn/2cw

′
i(M) = w0r1s1t1w1 · · · rnsntnwn

is clear on E . This ends the proof. �
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